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ABSTRACT: As we all know that great efforts have been taken to guarantee the efficiency of research project 
selection. Before research proposals are assigned to appropriate experts for evaluation, research proposals needed to be 
grouped according to their similarities in research topics. For grouping of the research project selection various data 
mining technique is being used. In this grouping of the proposal clustering is used. In clustering various technique is 
there from that here mainly three techniques is being used, first ASOM, second K-MEAN, and third is OPTICS. These 
all method is being used to cluster research proposals and support research project selection. These cluster algorithms 
are applied to group the proposals and the merits of each algorithm in text clustering are being used. 
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I.   INTRODUCTION 
 
Research Project Selection is very important aspect in process of selection the research project selection. For that 
before we select any of the research proposals it needs to be grouped for the better project selection. So in this paper we 
introduce one technique for grouping of the research proposals and assign this group to the related reviewers1.  
 
Fig-1 shows the common method which is generally used by various funding organizations for selection of research 
project process. According to fig-1, in any organization first step is invites various research proposals. Second Step is: 
These organizations receive proposals and collect them from various universities or research institutions. Furthermore 
received proposals or offers are categorized according to their techniques or problems on that they are based. This will 
help to handover exports for their evaluations. After categorize they are allotted to numerous experts of the related field 
or technology for their valuable guidance and evaluations. When expert evaluate the proposals they submit their 
evaluations result to the funding organization. On behalf of these evaluation result funding panel discuss importance of 
the proposal and afterwards decide the final decision.The final decision may contains where proposals are eligible for 
funding or not and the limit of fund also be decided. So in this way the research proposal is beingchoose. 
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Fig1. Process of Research Project Selection 

 
II. RELATED WORK 

 
 

In [1] authors used text mining and clustering technique for group the research proposals selection. Various methods of 
the research paper selection is using KNN is given in [2]. KNN is the K-Nearest Neighbouring technique for clustering; 
here it is used for cluster the research proposal selection. Ontology based text mining technique also used for group the 
research proposal selection [3],[4].This technique is used with any clustering technique and generates the group of 
research proposal selection [5]. One another technique calls APN (Analytic Network Process) use for research proposal 
selection that is given in [6]. For reviewer assignment hybrid approach is there in [7]. Lots of efforts are being taken by 
organization to give guarantee of the effective research project selection. We have some studies to solve this type of 
problem from different perspective. For example, Machacha and Bhattacharya presented fuzzy logic method for 
clustering of the given proposals [8], And Huang et al. employed fuzzy AHP [9] and judgment crisp matrix for 
clustering. Similarly, Amiri developing the method names adding fuzzy TOPSIS in clustering [10]. Chang and Lee 
used DEA method with knapsack formulation and fuzzy set theory and clustering [11]. 
 

III. PROPOSED SYSTEM 
 

There are some limitations of the algorithm which are used in the existing system so we use some other algorithm in 
this system. One another limitation of the existing system, it cannot give the review of external reviewer. So we 
develop a new System which overcomes this limitation. 
 
Algorithm which used by previous system are: 

1) SOM 

2) EM 

3) DBSCAN 
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LIMITATION OF THESE ALGORITHMS: 
 
1) Limitation of SOM: 

 
In SOM we need to characterize the quantity of group already and choice of bunch depends on client [13]. 

This restriction of SOM is overcome by ASOM calculation which is Adaptive Self Organizing Map Algorithm. This 
calculation requires the scope of bunch rather than number of group. After the scope of the bunch is characterize, it 
seeks the space of the group area and the quantity of group using information criterion measure. 

 
2) Limitation of EM: 

 
At the point when the part of missing data is enormous and dimensionality of the information is expansive EM 

does not works legitimately. Adaptability is additionally issue in that in term of cycle since it requires much emphasis 
to group the item. These all the restriction of this calculation is overcome with the utilization of K-mean calculation so 
we utilized K-mean rather than EM [14]. The k-means calculation is take the information as, k, and allotment into an 
arrangement of items n, into bunches k. Comparability estimation of is with respect to the mean estimation of the 
group's articles, which is the centroid of bunch or center of gravity. 
3) Limitation of DBSCAN: 

 
DBSCAN is utilized to group the items with given data parameters like e(radius of article) and 

MinPts(minimum number of item from the range), yet despite everything it has constraint , that DBSCAN leaves the 
choice of select the worth parameter to the client. To conquer this trouble of calculation we utilizing a bunching 
strategy called OPTICS. OPTICS has been registered an expanded group requesting instead of it deliver an information 
set bunching expressly, for intelligent and programmed bunching investigation in any association. This bunch 
requesting technique has been use for extraction of essential grouping data (like focuses of bunch or subjective shape 
bunches) additionally it give the inborn grouping structure to any association [15]. 
 

Above Fig-2 demonstrates the block diagram of the proposed method. Grouping of propositions is being done 
as per the following steps:  
 
Step 1: First step is data taken from the database and text mining algorithm is applied to that data. 
 
Step 2: Second step is clustering, for clustering three different clustering algorithms are used, which we describe 

earlier, afterwards cluster ensemble method is being used. 
 
Step 3: Third step is assignment, in that the grouping of the proposition is being completed and it allocate to the 
appropriate reviewer 
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Fig2. Process of Research Project Selection 

. 
IV. EXPERIMENTAL ANALYSIS 

 
 

To confirm the efficiency of the proposed system, several experimentations are accompanied using the 
previous research propositions. The quantity, which consists of 1001 research propositions with 9 different research 
area or branch, has been carried out in the experiential study. Moreover, to calculate the execution of the clustering 
algorithms, F measure is being used, because F measure is a standard for measuring the quality of text clustering and 
other data mining or text mining algorithm. For previously defined research topic t and cluster c, the Precision and 
Recall is being defined as follows: 

Precision(c,t)=n(c,t)/nc 

 
Recall(c,t)=n(c,t)/nt 

 
where n(c,t) be the amount of research propositions in both topic t and cluster c ,  ncbe the number of research 

propositions in topic c , and  ntbe the number of research proposals in cluster c .  
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The F measurement can be denoted as follows: 
 

 
Below figure shows the result comparison of the both existing system and system which is being introduced: 
 

Table 1Experimental Result of the System 
      NRP 
Method 

100 300 500 1000 

ASOM 0.41 0.54 0.64 0.76 
K-MEANS 0.44 0.52 0.57 0..61 
OPTICS 0.42 0.48 0.42 0.73 
ENSEMBLE 0.61 0.49 0.65 0.66 

 
Table 2Experimental Result of previous System 

      NRP 
Method 

100 300 500 1000 

SOM 0.43 0.53 0.61 0.76 
EM 0.59 0.47 0.61 0.68 
DB-SCAN 0.39 0.47 0.39 0.61 
ENSEMBLE 0.51 0.64 0.67 0.80 

 

 
Figure 3 Performance of System 
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Figure 4 Performance of previous System 

 
V. CONCLUSION AND FUTURE SCOPE 

 
In present framework no any exterior analyst has been there for audit the venture recommendations so in 

recommended framework exterior commentator has been there for review the proposition. Additionally in 
recommended framework the algorithm utilized is being distinctive on the grounds that as a part of existing framework 
a few algorithms have confinement that could be overcome by these algorithms. In this system an ensemble-based 
strategy is utilized along with data mining for gathering of examination proposition in many foundation 
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